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Russian text corpora
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Abstract—Text-based deception detection is presently on the
way to gain even more significance as related studies certainly
have both theoretical and practical value and a range of
applications for police, security, and customs, as well as
predatory communications, e.g. Internet scams). For these
studies designing text corpora is essential. Text-based
deception detection has been mostly dealt with using English as
well as a few other European languages. There is not sufficient
research into the problem with the use of Slavic languages,
which is mostly due to no corresponding corpora available. In
this article we propose an overview of existing text corpora
employed in studies of text-based deception detection as well as
a detailed description of available Russian corpora specially
designed for text-based deception detection.

Keywords—corpus of texts, corpus linguistic, text-based
deception detection, automated deception detection.

I. INTRODUCTION

The multidisciplinary field of text-based deception detection
is currently gaining momentum.

In recent years deception detection has been commonly
addressed as a text classification problem employing the
methods of natural language processing and data mining [1;
2; 3; 4; 5]. A surge of interest in the field is due not only to
the development and improvement of text categorization
technology but also to a growing practical demand. With the
advance of Web 2.0, there has been an increasing need for
methods of identifying texts containing intentionally
deceptive information (news, product/service reviews,
dating website profiles, etc.). This has resulted in the
progress of domain of automated text-based deception
detection aimed to work out means for any type of deceptive
information to be recognized.

One of the most important data to be employed in this
field are text corpora containing information on the
truthfulness/deceptiveness of texts. As Enos states, “one of
the primary obstacles to research on the automatic detection
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of deceptive speech has been the lack of a cleanly-recorded
corpus of deceptive and non-deceptive speech for use in
training and testing” [6, p. 18]. The major challenge facing
most researchers in collecting these corpora is the
establishment of correctly labeled datasets: we must make
sure we know whether a particular text (sentence) is
truthful/deceptive.

Deception, i.e. intentionally deceptive information, might
involve factual information from a text as well as its
author’s personality, i.e. their gender, age, etc. Most
research dealing with deception detection has been focused
on detecting deception about the content of a message but
not its author. According to P. Juola, “another form of
“deception” can occur when a speaker or writer offers a
statement that he or she does not want to be identified with”
[7, p. 92]. Along with Juola, we call this “stylistic
deception”. Note that there are few studies and text corpora
respectively dealing with «stylistic deception»,

Presently, text corpora used in deception detection can be
grouped into two major classes:

1) those which contain texts produced according to a
researcher’s instructions;

2) corpora which contain “real” texts produced in
situations where the stakes of deception are middle or high,
i.e. when there might be severe consequences in case
deception is revealed (loss of a job, imprisonment, etc.).

It should be noted that most studies in text-based
deception detection have been performed for English and
less frequently for Romance languages (e.g., Spanish [8],
Italian [9]). Slavic languages have been entirely left out of
consideration with rare exceptions [10; 11]. This is what
urged us to start collecting corpora of Russian texts specially
designed for studies of deception detection.

This article provides an overview of available texts
corpora for deception detection, including stylistic
deception. The main outcome of the paper is a description of
existing Russian corpora for text-based deception detection
including information on their composition, structure and
make-up. We hope that such work will encourage
innovation and further related studies for Slavic languages.

Il. TYPES OF TEXT CORPORA IN DECEPTION
DETECTION STUDIES

A. Text corpora collected according to a researcher’s
instructions

Most studies in automated text-based deception detection
have been conducted using text corpora where participants
were instructed to produce truthful and deceptive texts so as
to avoid the labeling problem [12; 13; 14]. This problem
was thought to have been solved as the production of
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deceptive and truthful texts could be controlled. These
corpora can employ written and spoken texts.

B. Corpora of written texts

Two methods of collecting texts are used in designing
corpora of written texts:

- searching for participants online, most commonly using
Mechanical Turk;

- collecting texts from “available” respondents. They are
commonly university students.

Most researchers in the field dealing with English texts have
employed Mechanical Turk, online survey service by
Amazon (www.mturk.com), to collect materials for their
corpora (e.g., [13]). It is a fairly quick and convenient way
to collect data. However, some researchers making use of
this approach to data collection have pointed out a few
difficulties associated with this method. E.g., using this
service Rubin & Conroy [15] asked each participant to
produce a detailed, personal story with some elements of
deception in it. There was a common tendency found in the
different types of tasks that they reported: it was very
difficult to encourage respondents to write long texts.

There is also a crowdsourced deception dataset consisting of
short open domain truths and lies from 512 users [16].
Seven lies and seven truths were provided from each user.
The dataset also includes user's demographic information,
such as gender, age, country of origin, and level of
education. However, this collection could hardly be called a
text corpus as it only contains individual statements.

Another corpus of written texts which is collected using
Mechanical Turk is so-called Cross-Cultural Deception
corpus [17]. It contains texts by individuals from different
countries: US (English), India (English), Mexico (Spanish).
Each dataset consists of short deceptive and truthful essays
on three topics: opinions on abortion, opinions on the death
penalty, and feelings about a best friend (as well as in the
paper [13]). It is of interest that Spanish texts could not be
collected with the use of Mechanical Turk and that the
authors had to create a separate web interface to collect this
data, recruiting participants through contacts of the paper’s
authors. It is to be noted that for all three cultures, the
average number of words for the deceptive statements (62
words) is significantly smaller than for the truthful
statements (81 words).

Both corpora are freely available on the website of
Language and Information Technologies research group, the
University of Michigan®.

CLIPS Stylometry Investigation (CSI) corpus and Russian
Deception Bank have to be mentioned as text corpora
designed in “laboratory” conditions and can be used to
identify linguistic features of deceptive texts.

CSI corpus is an annually expanded corpus of Dutch written
texts by university students produced according to the
researchers’ instructions [18]. It was not designed
specifically for investigating deception but contains a
subcorpus of deceptive and truthful texts. Each student was
asked to write a convincing review (either positive or
negative) about a fictional product, thus pretending to know
about the product while actually making up the review. The

* http://lit.eecs.umich.edu/downloads.html#undefined

truthful reviews reflect the author’s real opinion on an
existing product. Thus the subcorpus contains both truthful
and deceptive texts of the same author on the same topic.
The corpus is available on the CLiPS website? and can
freely be used for academic research purposes. Currently the
corpus contains 323 truthful and 319 deceptive reviews.

The corpus contains data about the authors to enable it to
be used in studies into the effects of personality on
deception production (gender, age, personality traits, etc.).

C. Spoken corpora

Starting with the study by Newman et. [14], speech recorded
in laboratory settings has been used in related research. In
this study speech of 101 undergraduates, while discussing
both their true and false views on abortion, was recorded.
Then it was transcribed, and only transcripts were analyzed
with no consideration given to acoustic information.

The CSC Corpus [6] is the first spoken corpus designed and
collected for the purpose of deceptive speech detection. The
corpus contains interviews with thirty-two individuals
speaking Standard American English as their first language.
It contains high-quality sound to enable acoustic deception
cues to be investigated.

The next step was the creation of Multimodal Dataset for
Deception Detection [19] which included physiological,
thermal, and visual responses of 30 graduate and
undergraduate students (all expressing themselves in
English) under three scenarios (mock crime, best friend,
abortion). The respondents were instructed to respond either
truthfully or deceptively, depending on the scenario being
run.

We were not able to find any information as for the access
to the materials.

Overall, despite the importance of corpora of texts produced
according to the conditions of an experiment, they have
certain disadvantages. As pointed out by Rubin & Conroy,
“motivating participants to write rich, linguistically diverse
descriptions remains a considerable challenge” [15, p. 10].
In different types of tasks and different data collection
methods deceptive texts written according to a researcher’s
instructions were found to be shorter. In addition, it is
impossible to confirm the truthfulness/deceptiveness of texts
through the use of alternative methods thus being forced
rather to put one’s trust on the participants.

It is obvious that methods of deception detection
developed using texts collected in laboratory settings are not
quite applicable to those produced in high-stake situations.
As correctly pointed out by Fitzpatrick & Bachenko, “high
stakes deception cannot be simulated in the laboratory
without serious ethics violations” [20, p. 31], and corpora
consisting of real-world texts produced in high-stake
situations are thus necessary.

D. Corpora of real-world texts produced in high-stake
situations

Trial records are commonly used as real-world texts
produced in high-stake situations. For a long time such
materials were not available for wider audiences, but as of

2 www.clips.uantwerpen.be/datasets
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late, due to the emergence of a variety of Internet resources,
there has been a positive increase in availability. However,
there are still challenges involved in the collection and
labeling of these texts.

Ellen Fitzpatrick and colleagues [20; 21] were one of the
few researchers to collect an English text corpus in a natural
setting. Narratives were collected from the public domain,
e.g. from criminal and legal websites and available police
interrogations (almost 35.090 words of narrative), and
labeled as deceptive/truthful based on court rulings, etc.

DECOUR [9] is a corpus of hearings held in four Italian
Courts where the speakers told lies in front of the judge. As
a result, they became the object of particular criminal
proceeding for calumny or false testimony where it is shown
whether the statements given by the defendant are deceptive.
It is due to the final court judgment where lies are specified
that each individual utterance of the corpus has been
annotated by three coders as true, uncertain or false by the
degree of truthfulness (35 hearings by 31 subjects, 6070
utterances in total). We were not able to find any
information as for the access to the corpus.

Using deceptive and truthful trial testimonies the first real-
life multimodal Deception dataset was designed [22]. The
dataset includes 121 short videos (61 deceptive and 60
truthful), along with their transcriptions and gesture
annotations. The average length of the videos in the dataset
is 28.0 seconds. The data consists of 21 unique female and
35 unique male speakers, with their ages approximately
ranging between 16 and 60 years. The corpus is freely
available®.

Apart from forensic data, some researchers also use
financial reporting, which can be found for publicly traded
companies (at least for the USA) [23]. However, this
material is not quite representative in regards to fidelity of
the text labeling — there is often not enough information
freely available to be able to classify texts as
deceptive/truthful.

Public speeches (radio, TV, Internet) by prominent media
figures who confessed to lies with unquestionable evidence
of their lies are a promising, but an ultimately insufficiently
explored data source. We are aware of only one study that
uses such data [24].

Hence there is a strong lack of correctly labeled corpora
containing real-world texts especially for non-English
languages.

I1l. TYPES OF TEXT CORPORA INSTYLISTIC
DECEPTION DETECTION STUDIES

As we have noted, stylistic deception is not sufficiently
investigated, which is largely due to the fact that there are
no corresponding text corpora available. The only text
corpus of the kind is currently that of imitative and
obfuscative essays by Brennan-Greenstadt [25]. This dataset
contains two types of written samples, regular and
adversarial collected from 12 individuals. A regular piece
contains about 5000 words of pre-existing writing samples
per author. The regular writings are formal, written for
business or academic settings. In the adversarial writing

*http://lit.eecs.umich.edu/downloads.html#Open-Domain Deception

samples, participants were instructed to perform two
adversarial attacks: obfuscation and imitation. In the
obfuscation attack, each of them attempted to conceal
his/her identity while writing a 500-word piece describing
his/her neighborhood. In the imitation attack, each
respondent was instructed to try to hide his/her writing style
by imitating Cormac McCarthy's writing style in 'The Road’
and as a result, there was a 500-word article with a third
person description of a routine day of their life. It was
extended by the texts of 56 people using AMT [26].

IV. RussiAN CORPORA

A. Freely available corpora

Russian Deception Bank is a first corpus of Russian written
texts specially designed for text-based deception detection
studies [11]. It currently contains truthful and deceptive
narratives written by the same individuals on the same topic
(“How | spent yesterday” etc.), 113 deceptive texts and 113
truthful texts written by 113 university students. Besides
texts, it contains rich metadata (gender, age, self-reported
handedness, test results identifying cognitive lateral profile,
scores on the Domino’s test (for some of the respondents),
test result using the questionnaire “Styles of Behavioral
Self-Regulation”. The above metadata allowed us to identify
connections between the linguistic parameters of deceptive
texts and their authors’ personalities.

The corpus is freely available at RusProfiling Lab website®.

Gender Imitation Corpus is the first Russian corpus for
studies of stylistic deception. Each respondent (n=142) was
instructed to write 3 texts on the same topic (from a list). Let
us provide an example of the task: “Last summer you
bought a package tour from a travel agency, but you were
not at all pleased with your experience with that company
and the trip was not worth the price. You are about to ask
for a refund. Write three texts describing your negative
experience providing a detailed account of it. Give a
warning that you are intending to sue the company”. The
first text is supposed to be written in a way usual for
whoever writes it (without any deception), the second one
should be written as if by someone of the opposite gender
(“imitation”); the third one should be as if one by another
individual of the same gender so that their personal writing
style will not be recognized (what is referred to as
“obfuscation”). Most of the texts are 80-150 words long.

All of the respondents are students of Russian
universities. Besides the texts, the corpus includes metadata
with the authors’ characteristics: gender, age, native
language, handedness, psychological gender
(femininity/masculinity). Therefore the corpus provides
countless opportunities for investigating problems arising in
imitating properties of the written speech in different aspects
as well as gender (biological and psychological) imitation in
texts. To the best of our knowledge, this is the first corpus of
the kind globally. Presently, the corpus is being prepared to
be made available on the RusProfiling Lab website.

Examples of the texts in Russian Deception Bank and
Gender Imitation Corpus are given in Table.

4 http://en.rusprofilinglab.ru/korpus-tekstov/
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Russian Deception Bank

(topic — How I spent yesterday)

Truthful

Deceptive

Buepa s mpocHyscs okojo
11 gacoB ytpa. 910 OBLIO HE

Jyduiee BpeMs B MoeH
KU3HU. bBpuio  xonmoxHo.
[Moxenan pobporo yrpa

pOaMTENSIM, CeCTpe U Oparty.
[Toen o4yeHb BKYCHBIN ILJIOB,
MONMJI Yail ¢ Te4YeHbeM u
OTIIpPaBWICS B  KOMHATY
OpaTa nemaTth TpPE3CHTAIIHIO
[0 AHTJIMICKOMY  S3BIKY.
Jlemo 1m0 HE  OYCHB
XOPOIIIO. B mporiecce
moucka wWHQOpMAIMH S
HU3MEHIT TeMy Moei
NMpEe3CHTAllMU 4YTO HE OYCHb
T0 MHe nomorno. Hanucas
HECKOJIBKO TIPEUIOKECHUH s
CIOYCTWJICA Ha KYXHIO U
moobenan. I[lo mMoemy st ex
0opiy W Kamly Kakyro-To.
Bcxkope Bcel ceMbei
Ioexajli B MaraswH OTKyJa
OTIIPaBHIICS B OOIICKHUTHE.
3meck A BCTpeTWiICS C
npy3bsimu. brmke x Bedepy
HarpsiHyJl €ue OAWH IPYr U
BMECTE€ C HHM MbI IIOUIHN
urparb B HNIaHYHUH Z.
Crycts yac s OTBAIWICS OT
9TOH KOMITAHWHM, W TIOIIET
TOTOBUTh cebe Ha YXHH
BApEHUKHU. IInotHo
MOY)XHHAaB s BMECTE C
COCEIIOM TTIOCMOTpEN (IIIBM,
Ham#cal eme HEeCKOJBKO
MIpEAIOKEHU I K
MIPE3CHTAIlMA U OTIIPABHIICS
CHATh.

IIpocHyBmIMCE ¥  IUJIOTHO
MMO3aBTPaKaB s TIOMIET B
¢uTHEC KIyO TAE TOIIaBaB
rmoJyraaca B Oacceiine
OTHPABHUJICS B TPEHaKEPHBIN
3alL ITocne Jerkoit
yTpEeHHEH TPEHUPOBKU S C
XOPOIINM HAaCTpPOEHUEM
roexan B YHHBEPCUTET IJe
MEeHSI JKIaId Hy OYEHb
nHTepecHble nekuuu. Ilocae
map B YyHHBEpe s TIOMIET
obexats B cronoByto. [Tocme
4ero OTHPABWICS IOMOM.
Joma s cmemanm paboTy Ha
cnenyromuii aeHp. W cran
cobupaThCsi Ha MPOTYIIKY CO
cBoedl  zaeBymkoi.  Mbel
BcTpetmiuch Obuto 18-00 B
mapke. Cxogwiaum B KHHO,
TNOoTyJIsjikd, s MOPOBOJUII €€

nomoil. M ¢ xopowum
HACTPOCHUEM  OTIIPABIIICS
JTOMOM. Bor TaKou

MIPOAYKTUBHBIH JICHEK.

OBbUIH ONPOCTY OTMEHEHEI
n3-3a IUIOXO0T0
CaMOYYBCTBUS
skckypcoBoaa! S tpedyro
KOMITICHCAIIMH 3a BCE ITH
HeynoOctsa!!! Unu s Oyny
BBIHYX/ICH B TIPOTHBHOM
ciydae oOpaTUThCs B Cyn!

Gender imitation

Kak moxHO Tak
oOMaHsIBaTh Jroaei!? Ber
BOOOIIIE TIOHMMAETE, YTO
HUWYEI'O u3 Toro, 4to B
MPOMKCAJH B Type, HE
COOTBETCTBOBAJIO
peanbHOCTU? 3 3BE3/bI
BMECTO 4-X-3TO YTO TaKOe
BooOIIe? OT™MeHa
3KCKYpCHH, OTCYTCTBHE
TpaHcdepa T0 OTelns u3
Anspodiora- BBl BoOOIIIE
TypucTHIecKast Gupma mim
kT0? S Bac o cynam
3arackaro! Hememnenno
BBIILIATUTE MHE
KOMIIEHCAIHO!

Style imitation

Hy 23T10 yXe HE B Kakue
Bopota! I[Touemy s
BBIHY)KJICH JKUTh HE TaM, IJIe
sl IUTAHUPOBAJL, TIPH STOM
3amratuB Oonbire? Kak
YCTPOCHBI Ballll AypaIKue
MEXaHU3MBI, €CITH I He
yBugen JAXKE rnaBHo#
JIOCTOTIPIMEYATEIHHOCTH?
Hu onnHoit skckypcun!
ITemkom oT oTenst, KOTOPBIH
pacnonaraercsi B 30
MHHYTax XOI[I)GI)I OT LOEHTpA,
JI0 CAMOCTOSITEIbHOU
«IIPOTYIKH», SKOOBI
skckypcuu! bpaso! Tpebyro
KOMIICHCAIIIH 32 BCE BAITH
y)KacHBIC BBIXOIKH, WJIH BCE
nena OyneM pemrath ¢ BaMu
B cyJie, He mHave!

Gender Imitation Corpus

(topic - Ask for a refund)

Without deception (female
author)

3apasctByiite! [Ipouuisim
JIeTOM st yepe3 Barre
areHTCTBO €3WJ B CTPaHy
H. u 3ammaTui 3a 510
"HeMaesle qeHsru! OqHako s
e/IBa JIM JOBOJICH ITOC3/IKOM,
MOTOMY YTO TIPAKTHYECKH
HHMYETO U3 TOTO, YTO OBLIO
MPOIKICAHO B TYpE,

B. Corpus in progress

We are currently in the process of working on the first
corpus of “real” deceptive texts in Russian. They are taken
from video recordings of police interrogations and job
interviews. The records are 19 hours long.

The video records are manually transcribed and personal
data have to be removed using identifiers in order to make it
impossible for subjects to be identified or linked to the
subjects. As the data is not made publicly available, extra
discretion has to be taken while working with it.

All of the recordings contain high quality recorded speech
so that they are possible to be employed for a multimodal
analysis. The transcripts of the video records will be
accessed along with the data about the authors and the
relevant text labeling.

Their truthfulness/deceptiveness is confirmed by means

HCIIOIHEHO HE OLLI0!
BwMmecTo 4-x 3Be310YHOrO
OTeJIsl MEHS TTOCENIHMIIN B
oTenb 3 3Be3/5l, 0€3
3aBTpaKa, XOTs OITaYuBaJI 51
4 3Be3npl! JIBE KCKypCHU
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of a series of inspections, investigations, interrogations of
individuals involved, etc. Ultimately, the evidence was the
narrative itself — the narrator contradicting a claim
previously made. For example, one narrator, after denying a
theft throughout the interview, went on to say —All right, I
did it, hence allowing his previous denials to be marked as
False.

The corpus will be made available on request following
the signing of the license agreement.

V. CONCLUSION

It is beyond doubt that in order for further progress to be
made on text-based deception detection, there should be
special text corpora in place. However, collecting such
corpora is challenging, time-consuming and labor-intensive.
It is important that corresponding corpora are continued to
be collected for as many languages as possible to allow
cross-linguistic studies of deception including Slavic ones
that are unfortunately currently beyond the scope of any
related investigations.

One of the promising directions is creating a corpus of
deceptive texts by individuals speaking Russian as their
second language.

Hopefully the attempts we have been making to collect
corpus of deceptive Russian texts are going to pave the way
for more studies of deception detection and relevant corpora
of texts in other Slavic languages.
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