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Abstract—Determining the optimal placement of directional 

antennas in wireless networks is a challenging problem, which 

includes maximum coverage with minimal overlap. This study 

explores some reduction methods to improve the efficiency of 

the brute force algorithm for determining this problem. We 

propose and evaluate three reduction methods: restriction of 

antenna rotation angles, limitation of potential positions of 

directional antennas, and early termination of unsatisfactory 

calculations. In our computational experiments, we apply these 

methods separately, in combination, and alongside a parallel 

computing approach with a brute force algorithm for 

calculating maximum coverage with minimal overlap. The 

parallel computing approach improves the brute force 

algorithm’s performance using multi-core processing, while the 

combined reduction methods significantly improve efficiency 

by minimizing redundant and inefficient computations. 

Experimental results confirm that these methods successfully 

mitigate the limitations of the brute force algorithm, effectively 

reducing the computation time compared to the conventional 

brute force algorithm and improving scalability for solving 

optimal directional antenna placement problems. 

 

Keywords— optimal antenna placement, directional antenna, 

maximum coverage, wireless network design, brute force 

algorithm, computational efficiency, parallel computing 

I. INTRODUCTION 

Wireless network design plays an essential role in modern 

communication systems, as the performance of these systems 

depends on the strategic placement of antennas. Among the 

various factors influencing network efficiency, the optimal 

placement of directional antennas is especially crucial, as it 

directly impacts coverage, signal quality, and interference 

[1]. However, optimizing the placement of directional 

antennas is particularly complex due to their unique 

characteristics, including beam width, orientation angles, and 

positioning constraints. Unlike omnidirectional antennas, 

directional antennas reduce interference [2] and can transmit 

signals over longer distances, which is particularly beneficial 

in rural or remote areas where network nodes are often 

widely spaced. 

Determining the optimal placement of directional antennas 

involves identifying the best locations and orientations to 

maximize coverage area while minimizing overlapping 

regions.  
 

 

As the deployment area expands and the number of 

antennas increases, finding optimal placements [3] becomes 

increasingly complex. 

Addressing this challenge requires advanced algorithms 

and efficient reduction methods to reduce the extensive 

search space within practical computation time. The optimal 

placement of directional antennas has critical applications in 

various fields, including IoT networks, military 

communication systems, cellular networks, and satellite 

communications [4], where maximizing coverage efficiency 

while minimizing interference is essential. 

Urban networks require minimizing interference in 

densely populated areas, while sensor networks focus on 

maximizing coverage with limited resources. For Internet of 

Things (IoT) [5] networks, which involve many devices 

operating in varied environments, optimal antenna placement 

is essential to ensure reliable communication and minimize 

interference. These diverse requirements highlight the 

necessity for adaptable, computationally efficient placement 

algorithms. 

Various algorithms have been developed to address the 

challenge of optimal placement of directional antennas, 

aiming to maximize coverage while minimizing overlap. 

Genetic Algorithms (GA) [6] simulate natural evolutionary 

processes, refining antenna positions through selection, 

crossover, and mutation. It allows them to explore large 

search spaces and identify near-optimal solutions. Simulated 

Annealing (SA) [7] uses a probabilistic approach, accepting 

suboptimal solutions temporarily to escape local minima, 

making it particularly effective for complex, non-linear 

optimization problems and finding global optima. Particle 

Swarm Optimization (PSO) [8] utilizes a swarm of particles 

that adjust their positions based on individual and collective 

experiences, enabling efficient exploration of high-

dimensional solution spaces. Each algorithm offers unique 

advantages, providing effective placement for optimizing 

wireless network design. 

However, existing methods often fail to balance 

computational complexity and placement accuracy. While 

heuristic and metaheuristic approaches provide approximate 

solutions, they lack the deterministic precision of brute force 

algorithm (BFA). The conventional brute force algorithm 

[9], which evaluates all possible placements and rotation 

combinations, provides exact solutions but becomes 

computationally impractical for larger deployment areas. 
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With the millions of potential positions and 360-degree 

rotations for each antenna, the computational complexity of 

the optimal placement problem grows exponentially, making 

brute force methods impractical for real-world applications. 

This study introduces three reduction methods to decrease 

the computational complexity of the brute force algorithm for 

calculating optimal placement while maintaining its 

exhaustive search capabilities. Complexity reduction 

methods are especially crucial for real-time and large-scale 

deployments, where achieving speed and precision is 

essential. Therefore, developing reduction methods that 

reduce computational complexity without compromising 

accuracy is imperative. 

Parallel computing [10] effectively provides the 

limitations of brute-force algorithm by utilizing multi-core 

processors to execute complex calculations simultaneously. 

This approach [11] is especially advantageous for problems 

involving numerous antennas and large grid sizes, as it 

distributes the computational workload across multiple 

processors, significantly reducing computation times. By 

leveraging modern computational architectures, this method 

achieves substantially faster performance than the sequential 

execution of a brute force algorithm. 

A key aspect of evaluating the quality of antenna 

placement involves calculating critical functions, such as 

maximum coverage and minimum overlap, which often 

involve complex geometric assessments. This paper presents 

reduction methods to improve the efficiency of the brute 

force algorithm in solving the optimal placement of 

directional antennas. Implementing these reduction methods 

has reduced computation times and resource usage while 

maintaining accuracy, making them crucial for real-time and 

large-scale deployments where speed and precision are 

essential. 

II. RELATED WORKS 

Optimizing the placement of directional antennas in 

wireless networks is a complex problem that has garnered 

significant research attention. This paper [12] discusses using 

a brute force algorithm to determine the optimal placement 

of antennas to maximize population coverage. Solving the 

computational intensity of brute force methods, the authors 

incorporate parallel computing techniques using OpenMP, 

significantly improving the efficiency of algorithm 

practicality for moderately sized networks. The paper 

highlights its contributions by presenting a clear 

mathematical framework and a replicable step-by-step 

methodology. While the algorithm demonstrates 

effectiveness, its scalability for extensive grid-based 

networks remains a notable limitation. 

The authors [13] explore the application of a brute-force 

algorithm (BFA) to determine the optimal placement of 

omnidirectional antennas. A critical objective in optimizing 

wireless networks is maximizing the coverage area. BFA is 

used for solving discrete optimization, as it guarantees exact 

solutions by exhaustively evaluating all possible 

configurations. However, its computational complexity 

depends on the size of the solution space and the 

computational effort required to calculate criterion functions. 

Experimental results demonstrate that the tabular method 

accelerates the process, making it 17 times faster than 

directly computing the criterion value, ensuring no overlap 

in reception areas. This tabular approach is also highly 

suitable for parallel BFA execution. By using 12 threads, the 

computation time was reduced by more than sixfold, 

significantly improving efficiency. 

The paper [14] presents a method for accurately 

determining the coverage area in wireless sensor networks 

(WSNs). The proposed algorithm considers the connectivity 

and uncovered areas within a region of interest (RoI), 

employing a disk model to analyze overlapping sensor 

ranges. The method efficiently calculates intersection arcs, 

uncovered arcs, and their corresponding areas using 

mathematical constructs such as Heron’s formula and 

polygon-based approximations. The authors validate their 

approach through MATLAB simulations, demonstrating its 

accuracy in scenarios with varying node configurations, 

including cases with cavities or hidden nodes. A notable 

strength of the study is its systematic approach to addressing 

uncovered sensing areas, which is critical for applications in 

dynamic environments. 

The paper addresses the optimization of directional 

antenna placement to improve bandwidth utilization and 

reduce interference in wireless networks. By proposing an 

Integer Linear Programming (ILP) model, the study 

minimizes the number of antennas required to satisfy user 

bandwidth demands across multiple base stations. The 

authors [15] explore critical factors like antenna orientation, 

coverage limits, and bandwidth constraints, providing 

insights into their relationship through simulation-based 

evaluations using Cplex’s branch-and-bound algorithm. 

Their results highlight the importance of geometric 

alignment and the impact of base station distribution on 

achieving optimal network efficiency. 

The study [16] presents topology optimization for wireless 

networks using brute force algorithm to maximize coverage, 

signal strength, and cost-efficiency. The brute force 

algorithm evaluates all possible positions of wireless 

network elements, such as directional and omnidirectional 

antennas, and selects the optimal solution. By using Intel 

Xeon Phi coprocessors and parallel computing, the authors 

demonstrate that brute force algorithm, often deemed 

impractical due to their high computational demands, can 

now be effectively utilized for such optimization tasks. The 

study includes a mathematical formulation of the 

optimization problem, complemented by visual 

representations such as grid-based settlements. The results 

are displayed through detailed tables and scalability graphs, 

which show the effect of grid size and core utilization on 

computational load and processing times. 
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The authors [17] propose innovative graph-based gadgets 

to model complex constraints and develop algorithms for 

optimizing the network topology. The study focuses on 

optimizing the backbone topology in airborne networks 

using directional antennas. The objective is to maximize 

concurrent bandwidth from source nodes to a sink node while 

considering critical constraints such as radio compatibility, 

directional link capacities, and relay node placements. The 

authors demonstrate that uniform capacity can be efficiently 

solved using flow-based methods. However, non-uniform 

capacity presents NP-complete challenges, making them 

computationally intensive. To address this complexity, the 

authors introduce a heuristic iterative rounding algorithm, 

which provides practical scalability and achieves near-

optimal solutions in simulations-based evaluations. 

The paper [18] describes using a genetic algorithm (GA) 

to optimize the placement of base stations in cellular 

networks. The study focuses on maximizing signal coverage, 

minimizing interference, and reducing financial costs while 

adhering to constraints such as traffic demand and handover 

requirements. The authors employ the HATA propagation 

model and the weighted sum method to evaluate multiple 

objectives, demonstrating the flexibility of GA in multi-

criteria optimization problems. Their approach dynamically 

adjusts base station parameters, including location, 

transmission power, and antennas tilt, to achieve optimal 

network performance. The proposed algorithm is validated 

through simulations conducted over a 20x20 km² area with 

3450 test points. The results demonstrate significant 

improvements, achieving 97% coverage while ensuring 

efficient handover and minimized interference. 

The paper [18] describes using a genetic algorithm (GA) 

to optimize the placement of base stations in cellular 

networks. The study focuses on maximizing signal coverage, 

minimizing interference, and reducing financial costs while 

adhering to constraints such as traffic demand and handover 

requirements. The authors employ the HATA propagation 

model and the weighted sum method to evaluate multiple 

objectives, demonstrating the flexibility of GA in multi-

criteria optimization problems. Their approach dynamically 

adjusts base station parameters, including location, 

transmission power, height, and antenna tilt, to achieve 

optimal network performance. The proposed algorithm is 

tested through simulations conducted over a 20x20 km² area 

with 3450 test points. The results demonstrate significant 

improvements, achieving 97% coverage while ensuring 

efficient handover and minimizing interference. 

This study [20] introduces a modified brute-force 

approach to optimize antenna placement in wireless 

networks. It reduces computational complexity by 

precomputing overlap areas and distances between antenna 

positions, storing them in a multidimensional matrix for 

quick access. This method retains the exhaustive nature of 

the brute force algorithm while significantly improving 

efficiency, achieving a 12-16x speedup over the original 

algorithm. The authors emphasize reducing redundant 

computations to address the NP-hard nature of the antenna 

placement problem and demonstrate the scalability of their 

approach for larger grids and configurations. The study 

provides a detailed mathematical foundation for overlap 

calculations and implements this method through C++ 

programming. 

This paper addresses the challenge of optimizing 

directional antenna placement in wireless networks using a 

brute force algorithm enhanced with complexity reduction 

methods. While the brute force algorithm guarantees exact 

solutions, it suffers from high computational complexity. By 

implementing early termination of unsatisfactory 

calculations, restricting rotation angles and potential 

positions of directional antennas, and using parallel 

computing, we significantly reduce the computational 

burden of brute force algorithm for calculating critical 

functions. 

III. PROBLEM CONDITION 

The problem involves determining the optimal placement 

of directional antennas on a (6×6) km grid while maximizing 

coverage and minimizing overlap. The grid consists of 36 

cells, each measuring (1×1) km2, allowing 36 possible 

placement options for each antenna. The numerical task 

includes three directional antennas (N = 3), each antenna 

with a 6 km range (R) and a 30° beam width (θ). The brute 

force algorithm evaluates all possible placements and 

orientations, calculates coverage and overlap areas for each 

placement and orientation, and determines the optimal 

placement and orientation that achieves maximum coverage 

with minimal overlap.  

 
Fig. 1 Positons of antennas 

The antenna is located at the center of a selected cell, and 

its orientation is adjusted to cover the desired area within the 

grid. Each antenna position on the grid is assigned by 

coordinates (x, y) and defined as a corresponding number to 

facilitate optimal placement determination. In Figure (1), the 

grid positions are sequentially numbered in a clockwise 
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pattern, starting from the bottom-left corner at (x = 0, y = 0). 

The positions along the bottom edge (x = 0 to 6, y = 0) are 

numbered from 1 to 6. The positions along the right edge (x 

= 6, y = 1 to 6) are numbered from 7 to 11. The numbering 

continues along the top edge (x = 5 to 1, y = 6) from 12 to 16 

and down the left edge (x = 0, y = 5 to 1) from 17 to 20. This 

numbering pattern repeats inward for subsequent layers, 

ensuring a systematic arrangement for placement evaluation. 

Let N denote the number of antennas, M is the total number 

of possible positions for each antenna, and θ the beam width. 

Since the antennas rotate in increments of θ over 360°, the 

number of possible orientations per antenna is given by (O = 

360/ θ). The total number of variants V is determined as 

(V=MN * ON) using the brute force algorithm, where (MN) 

represents all possible position combinations and (ON) 

represents all possible orientation combinations for N 

antennas. This exhaustive approach evaluates every 

configuration to determine the optimal placement and 

orientation for maximum coverage with minimizing overlap. 

IV. REDUCING THE COMPUTATIONAL COMPLEXITY OF 

BRUTE FORCE ALGORITHM 

Reduction methods are essential for improving 

computational efficiency in determining the optimal 

placement of directional antennas. The first approach is 

restricting the range of rotation angles based on antenna 

positions. In a conventional brute force method, antennas 

rotate through 360° at each placement to evaluate coverage, 

which is highly time-consuming. By considering the 

deployment area and antenna orientation, restricting 

rotations to a specific angular range decreases unnecessary 

evaluations. Instead of testing all possible angles, the 

algorithm focuses only on those contributing to effective 

coverage, significantly reducing computational complexity 

for coverage and overlap calculations. For example, antennas 

positioned along the bottom edge of the grid (x = 0 to 6, y = 

0) only require rotations between 0° — 180° to cover the 

grid. This targeted approach reduces the search spaces, 

accelerates calculations, and enhances the efficiency of the 

placement process. 

The second method focuses on strategic placement based 

on antenna range. Directional antennas with long-range 

coverage don’t need to be placed in every grid cell. Instead, 

their placements are selected depending on their coverage 

radius. For example, a 6 km range antenna can effectively 

cover a 6×6 grid or the entire area when positioned along the 

grid’s borders. Similarly, a 5 km range antenna is placed one 

cell inward from the edges to ensure coverage of the required 

area without unnecessary overlap. This method avoids 

ineffective calculations for coverage areas, is placed across 

multiple cells to maximize coverage area, and reduces the 

number of potential placements. As a result, it improves the 

computational efficiency of the brute force algorithm, 

optimizes the placement process, and achieves critical 

functions.  

A third method improves efficiency by terminating 

unsatisfactory calculations early when identifying 

overlapping areas between antennas. The process begins by 

computing the coverage area and storing point numbers for 

the coverage area of the first antenna in an array. For other 

antennas, the algorithm calculates their coverage and checks 

whether any point numbers already exist in the array. If point 

numbers are the same, this means finding an overlapping 

area, the current subtask is immediately terminated, and the 

algorithm proceeds to the next potential placement. This 

early termination strategy reduces redundant calculations for 

coverage area and computational overhead. It improves the 

efficiency of the brute-force algorithm by minimizing 

unnecessary iterations, making it particularly beneficial for 

large-scale antenna placement scenarios. 

Parallelization [21] is another approach to improve the 

efficiency of brute force algorithms by distributing coverage 

calculations across multiple processors. Parallel computing 

is applied to coverage area calculations for various antennas 

in this study, significantly reducing processing time for 

critical functions. This method is particularly effective in 

solving large-scale deployments when increasing the grid 

sizes and antenna numbers. By leveraging parallel 

processing, the approach improves scalability and efficiency 

in solving optimal placement of directional antenna. 

Combining multiple reduction methods is the most 

effective to improve the computational efficiency of the 

conventional brute force algorithm without compromising 

the accuracy of optimal antenna placement. This integrated 

approach enhances scalability and performance, making it 

well-suited for solving complex wireless network design 

challenges in real-world applications. 

V. IMPLEMENTATION OF COMPLEXITY REDUCTION 

METHODS FOR OPTIMAL PLACEMENT OF 

DIRECTIONAL ANTENNA 

Optimizing wireless network designs requires calculating 

critical functions, such as maximizing coverage while 

minimizing overlap. However, the brute force algorithm is 

commonly used for this task but has high computational 

complexity due to exhaustive searches and redundant 

calculations. Various complexity reduction methods are 

applied to solve these challenges, including early termination 

of unsatisfactory calculations, restricting rotation angles, and 

limiting potential positions of directional antennas. These 

methods effectively reduce the search space and eliminate 

redundant computations, significantly decreasing 

computation time without compromising accuracy. This 

study presents the implementation and evaluation of these 

methods, demonstrating their effectiveness in improving the 

computational efficiency of the brute force algorithm for 

optimal directional antenna placement. 

For an antenna located at position (𝑥𝑖 , 𝑦𝑖), the distance to 

a grid point (x, y) is calculated as:  

 𝑑𝑖(𝑥, 𝑦) = √(𝑥 − 𝑥𝑖)2 + (𝑦 − 𝑦𝑖)2 (1) 
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Coverage area of points falls within the antenna’s 

coverage range R, if: 

𝑑𝑖(𝑥, 𝑦) ≤ 𝑅   (2) 

To reduce computational complexity, antenna orientations 

are limited based on their placements. The possible 

orientation range for an antenna is: 

𝜃𝑖 = { 𝜃: 𝜃𝑚𝑖𝑛 ≤  𝜃 ≤  𝜃𝑚𝑎𝑥}  (3) 

The coverage area 𝐶𝑖 of the i-th antenna consists of the set 

of grid points (x,y) that satisfy its range and orientation 

constraints. Mathematically, this can be expressed as: 

𝐶𝑖 = { (𝑥, 𝑦)|𝑑𝑖(𝑥, 𝑦)  ≤ 𝑅, 𝜃𝑚𝑖𝑛 ≤  𝜃 ≤  𝜃𝑚𝑎𝑥  }  (4) 

Here: 

𝑑𝑖(𝑥, 𝑦)  ≤ 𝑅 – ensures the coverage point is within the 

antenna’s range. 

𝜃𝑚𝑖𝑛 ≤  𝜃 ≤  𝜃𝑚𝑎𝑥 – ensures the coverage point falls 

within the specified beam orientation. 

Let 𝐶𝑖
(𝑘)

 represent the coverage area of antenna i-th in a 

given subtask k, defined by a specific placement and beam 

orientations. The total coverage for N antennas in subtask k 

is: 

𝐶𝑡𝑜𝑡𝑎𝑙
(𝑘)

 = ⋃ 𝐶𝑖
(𝑘)𝑁

𝑖=1     (5) 

Overlap occurs if a point is covered by more than one 

antenna: 

∃(𝑥, 𝑦) ∈ 𝐶𝑖
(𝑘)

∩  𝐶𝑗
(𝑘)

 for i ≠ j  (6) 

If overlap occurs, the variant k is discarded. The set of 

valid variants V, where no overlap exists, is: 

 𝑉 = {𝑘|𝐶𝑖
(𝑘)

∩  𝐶𝑗
(𝑘)

= ∅ ∀ i ≠ j}  (7) 

Among valid configurations, the optimal subtask 𝐹(𝑘𝑜𝑝𝑡) 

is selected as: 

𝐹(𝑘𝑜𝑝𝑡) = arg max
𝑘∈𝑉

|𝐶𝑡𝑜𝑡𝑎𝑙
(𝑘)

|   (8) 

Where: 𝐹(𝑘𝑜𝑝𝑡)  represents optimal placement and beam 

orientation of the antennas. 

The implementation of brute force algorithm calculates the 

critical function using complexity reduction methods as 

follows: 

1. Initialize the grid size and parameters of antennas; 

2. Generate all possible placement variants;  

3. Generate subtasks for antenna beam orientations 𝜃; 

4. For each subtask k, calculate the coverage sets 𝐶𝑖
(𝑘)

 for 

all antennas i=1,2, …, N; 

5. Check for overlap using equation (6); 

6. If overlap is found: discard subtask k and return to step 

(2); otherwise, retain valid variants and calculate critical 

functions; 

7. Compare all valid variants and select the optimal 

solution 𝐹(𝑘𝑜𝑝𝑡) using equation (8);    

8. Output the optimal solution 𝐹(𝑘𝑜𝑝𝑡). 

These approaches improve efficiency by systematically 

filtering out invalid variants, reducing search space, and 

eliminating redundant calculations while selecting the 

optimal placement with minimal overlap and maximum 

coverage. 

VI. EXPERIMENTAL RESULTS 

In this study, we implemented and tested complexity 

reduction methods using the C++ programming language in 

the Visual Studio environment, configured in 64-bit release 

mode. The experiments were conducted on a personal 

computer with an Intel Core i3 9th generation processor 

operating at a clock frequency of 3.1 GHz. The tested 

methods included restricting rotation angles (CRM1), 

limiting potential placements of directional antennas 

(CRM2), early termination of unsatisfactory calculations 

(CRM3), parallel computing (CRM4), and the conventional 

brute force approach. The experiments evaluated different 

test variants for computing critical functions: (1) 

conventional brute force, (2) CRM3 only, (3) CRM2 and 

CRM3, (4) CRM1, CRM2, and CRM3, and (5) CRM4. All 

variants produced identical results, achieving a total of 34 

coverage points. Table 1 presents the point number for 

optimal antenna placements, beam orientations, total 

coverage points, and computation times for each test variant, 

highlighting significant differences in performance. 

 Table 1. Experimental results using various complexity 

reduction methods 

Var 
No 

Method 
Computing 
time (sec) 

Acc 

Optimal 
placement 

(Point 
numbers, θmin, 

θmax) 

Coverage 
points 

1 BFA 190.48 - 

17, 0° to 30° 
9, 180° to 

210° 
1, 0° to 30° 

1-14 
17-36 

2 
Only 
CRM3 

152.45 1.25 

3 
CRM2 + 
CRM3 

28.15 6.77 

4 
CRM1 + 
CRM2 + 
CRM3 

2.31 82.46 

5 CRM4 49.61 3.84 

When compared to the conventional brute force approach 

(variant 1), the acceleration (Acc) values for the other 

variants were as follows: method (2) – 1.25x faster, method 

(3) – 6.77x faster, method (4) – 82.46x faster and method (5) 

– 3.84x faster. These results demonstrate substantial 

improvement in computational efficiency achieved by 

complexity reduction methods while maintaining accuracy in 

calculating critical functions. We calculated the experimental 

task using multi-core parallel processing (OpenMP) with 

four physical cores, and hyperthreading wasn’t used in this 

experiment. The computation time for method (5) depends 

on the number of processor cores utilized for parallel 

computing, with increasing cores leading to further 

reductions in computation time. However, parallel 

computing further accelerates computation but is limited by 

hardware capabilities. 
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Fig. 2 Visual representation of the optimal placement of 

directional antennas 

Figure 2 visually shows the optimal placement of 

directional antennas, achieving maximum coverage without 

overlap area. It illustrates the precise placement and beam 

orientations required to maximize coverage across the 

coverage area. 

Combining complexity reduction methods significantly 

reduced execution times compared to the conventional brute 

force approach. Parallel computing provided additional 

speedup, demonstrating the benefits of leveraging hardware 

resources for improved performance. 

VII. CONCLUSION 

The study highlights the effectiveness of complexity 

reduction methods in optimizing directional antenna 

placement, significantly improving the computational 

efficiency of the conventional brute force algorithm without 

maintaining accuracy. By combining reduction methods such 

as restricting rotation angles, limiting potential positions of 

directional antennas, and early termination of unsatisfactory 

calculations, execution times were significantly reduced, 

making these methods suitable for large-scale deployments. 

These approaches are applicable in various fields, including 

wireless sensor networks, telecommunications, and 

surveillance systems, where optimal antenna or sensor 

placement is critical for performance. Additionally, 

leveraging multi-core architectures and distributed 

computing can improve scalability for real-time and large-

scale network optimization challenges. 
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